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Abstract The numerical dispersion and dissipation prop-
erties of a discontinuous spectral element method are investi-
gated in the context of elastic waves in one dimensional peri-
odic heterogeneous materials. Their frequency dependence
and elastic band characteristics are studied. Dispersion rela-
tions representing both pass band and stop band structures
are derived and used to assess the accuracy of the numerical
results. A high-order discontinuous spectral Galerkin method
is used to calculate the complex dispersion relations in het-
erogeneous materials. Floquet–Bloch theory is used to derive
the elastic band structure. The accuracy of the dispersion
relation is investigated with respect to the spectral polyno-
mial orders for three different cases of materials. Numerical
investigations illustrate a spectral convergence in numerical
accuracy with respect to the polynomial order based on the
elastic band structure and a discontinuous jump of the maxi-
mum resolvable frequency within the pass bands resulting in
a step-like increase of it with respect to the polynomial order.
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1 Introduction

Over the past decades, propagation of classical waves in com-
posite heterogeneous materials with dielectric or elastic prop-
erties has been extensively studied to enhance understanding
of the underlying physics with a view for a variety of applica-
tions including photonic and phononic devices [1–3]. These
materials include granular materials, polycrystalline solids,
alloys, ceramic composites, functionally graded materials,
internally cracked materials, etc. When the wavelength of
a wave propagating in the medium decreases and becomes
comparable with the characteristic size of heterogeneities
(e.g., microstructure length scale), the macroscopic waves
experience dispersion and attenuation (i.e., phase and group
velocities of the waves depend upon the wavelength) through
locally successive reflections and transmissions of the waves
at the interfaces of heterogeneities. A further decrease of
the wavelength in a heterogeneous material reveals complex
wave propagation characteristics: pass and stop frequency
bands that are referred to as acoustic or phononic bands (by
contrast with photonic bands for electromagnetic or opti-
cal waves in heterogeneous dielectric media) [4–6]. Thus,
the heterogeneous material behaves like a discrete wave fil-
ter. For example, if the frequency of the wave lies within
a stop band, the amplitude of the wave is macroscopically
attenuated exponentially and so no propagation is possible
through the material and hence the wave must be reflected
totally.

The stop bands in heterogeneous elastic materials have
been observed in experiments [7–11]. These phenomena have
a great practical importance in science and engineering in
mitigating vibration for high-precision mechanical systems,
acoustic filters and noise control devices, ultrasonic trans-
ducers, etc. An accurate prediction of the phononic band gap
in structures may also help design new composite materials
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for a variety of structural dynamic and acoustic engineering
applications.

When the structure is periodic, there exists a general
method by which the dynamic behavior of the structure can
be investigated. This method is based on Floquet theory of
linear ordinary differential equations with periodic coeffi-
cients, and Bloch theory, originally propounded to describe
the motion of a particle in a periodic potential (which may be
considered to be a generalization of Floquet theory to three
dimensions) [12]. This method has been applied to various
problems with periodicity. For example, wave propagation
in periodically laminated composite material with density
variation in one dimension (1D) [13], in periodically triple-
layered elastic medium in 1D [14], in a solid containing a
periodic distribution of cracks in two dimensions [15], and
in a periodic composite medium with a gas or liquid contain-
ing rigid spheres [16]. The solution of the eigenvalue problem
is used to describe dispersion, modes and band gaps such as
the stop band and the pass band.

Several methods for the calculation of the frequency band
structure of phononic materials have been developed. The
plane wave method (PWM) considers scalar problems for
acoustic wave band structures as well as vector problems
for elastic waves in plates containing periodic sets of inclu-
sions [17]. This method has certain convergence problems
especially in the case of fluid–solid composites and is also
rather inefficient [18]. Korringa developed a multiple scat-
tering method for the calculation of the energy of a Bloch
wave with a reduced wave vector, which are obtained by
the application of the dynamical theory of lattice interfer-
ences to electron waves [19]. Additional research was done
by Kohn and Rostoker, who focused on the calculations of
the electronic structure of solids [20]. The latter method
appears to be numerically more efficient than PWM. How-
ever, the above methods are limited to infinite phononic mate-
rials made of non-dispersive lossless materials and cannot
be directly applied to more realistic problems that often con-
tain randomly distributed heterogeneous material character-
istics, free surfaces, and complex geometry. As an alternative,
finite-difference methods are often employed to determine
the transmittance or reflectance of finite layers, which may
be dispersive or dissipative. The well-known finite differ-
ence time domain (FDTD) method gives the transmission,
reflection, and absorption coefficients of elastic waves inci-
dent on a finite slab of phononic crystals [21], but interpreta-
tion of the results, particularly for 3D systems with complex
heterogeneities, is not straightforward because of the pres-
ence of spurious waves stemming from discretization. A dis-
continuous spectral element method (DSEM) is a desirable
choice for handling wave propagation problems [22,23] as it
is spectrally accurate and has relatively minimal dispersion
and dissipation errors [24]. The spectral accuracy of DSEM
distinguishes it from the traditional discontinuous Galerkin

methods, with which it shares the attractive properties, such
as easy accommodation of discontinuities at the interfaces
and technically straightforward extension to 2D and 3D as
well as microstructures of arbitrary material heterogeneities.
For this particular application, we retain spectral accuracy
when applying DSEM to heterogeneous material problems
in comparison to other methods such as the finite element
method (FEM) which have shown to exhibit different rates
of convergence as a function of the order of the method and
mesh size [25]. The DSEM scheme is well known to be effi-
cient because the nodal points are the same as Gauss quadra-
ture points and thus the interpolation and integration can be
easily computed [22,23]. In addition, matrix manipulation
in DSEM is much faster than FEM because DSEM updates
all the variables in each local element and physical informa-
tion is only transferred through the interfaces using the flux
computation. Therefore DSEM provides a numerically effi-
cient approach for the same level of accuracy using less grid
points.

Numerical dispersion and dissipation errors due to the dis-
cretization of the governing equations complicate the inter-
pretation of the numerical results, requiring a rigorous assess-
ment of their accuracy. There are numerous studies of numer-
ical accuracy including dispersion and dissipation errors for
different numerical schemes [24,26–34] and these studies
have been extended to 2D and 3D to determine the phononic
and photonic band structures [29,30,35]. For elastic or elec-
tromagnetic wave propagation problems, most analyses of
the dispersion relation have been primarily performed for
periodic structures in the time domain [36,37] or the fre-
quency domain [28–30,35]. To the authors’ knowledge, no
study has been conducted to understand the numerical dis-
persion and dissipation properties of models that simulate
elastic band structures for elastic wave modes propagating in
heterogeneous materials.

The present study focuses on the impact of discretiza-
tion errors on the prediction of the physical dispersion rela-
tion and the band gap structures. Specifically, our objective
is to study the numerical dispersion and dissipation errors
in the semi-discrete version of the elastic wave equations
for heterogeneous materials, which are spatially discretized
using DSEM. We restrict our analysis to one dimension; how-
ever, the procedure can be directly extended to two or three
dimensions. The one-dimensional analysis gives us a clear
relation between the numerical accuracy and spatial order
(or polynomial order (PN)) for a given periodic heteroge-
neous medium. Due to the existence of the band structure
for the elastic wave propagating in the material with periodic
heterogeneities (e.g., microstructures), the dispersion errors
show different features relative to homogeneous materials.
The Floquet–Bloch theory is used to obtain the band struc-
ture for the elastic wave propagating in the material with
periodic microstructural heterogeneities.
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The paper is organized as follows. The next section gives a
mathematical model for one-dimensional elastic wave prop-
agation including the numerical scheme chosen to discretize
it. In Sect. 3, the dispersion relation of a one-dimensional
periodic micro-structured heterogeneous material is derived
using combined analytical and numerical methods. In Sect. 4,
the numerical dispersion relation derived from the Floquet–
Bloch theory is analyzed in three different cases. First, a
homogeneous material is studied as a benchmark followed
by two different types of periodic heterogeneous materials:
(i) case 1 with the same propagation speed but different
impedance and (i) case 2 with the same impedance but differ-
ent propagation speed. In each case, the numerical result is
compared with the analytic solution and the numerical accu-
racy is quantified in each case. Finally, the conclusions are
given in Sect. 5.

2 Mathematical model for one-dimensional elastic wave
propagation

2.1 Governing equations

Assuming sufficiently small deformation, the one-
dimensional elastic wave equations can be written in conser-
vative form as a first-order variable coefficient linear hyper-
bolic system

∂u
∂t

+ ∂f(u)

∂x
= 0, (1)

u =
[

u1

u2

]
=
[

ε

ρv

]
,

f(u) = Au =
[

0 −1/ρ

−K 0

] [
u1

u2

]
, (2)

where ε(x, t) is the strain, v(x, t) is the velocity, and x and t
are the spatial and temporal coordinates, respectively. Both
the density of the solid, ρ(x), and the Young’s modulus,
K (x), vary spatially.

2.2 Numerical method

In the DSEM [22], the physical spatial domain � is divided
into M elements, � = ∪M

n=1�n . In each element, a spectral
representation based on p-th order interpolants is used. So,
the solution in �n = [xn−1, xn], un(x), is approximated by

un(x, t) ≈ un
h(x, t) =

p∑
k=0

Cn
k (t)ln

k (x) in �n , (3)

where Cn
k are the nodal values in the element �n and ln

k (x)

is basis Lagrange polynomials for the element �n

ln
k (x) =

p∏
l = 0
l �= k

(x − xl)

(xk − xl)
, (4)

where the nodal points xl in �
(i)
n are chosen to be the nodes

of the Legendre–Gauss quadrature and p is the highest order
of polynomials for the chosen basis.

Multiplying Eq. (1) by ln
k (x) and integrating over the ele-

ment �n yields the weak formulation [22]
∫ xn

xn−1

[
∂un

h

∂t
+ ∂

∂x
(Anun

h)

]
ln
k (x) dx = 0

for k = 0, 1, 2, . . . , p in �n . (5)

Using integration by parts, Eq. (5) becomes
∫ xn

xn−1

∂un
h

∂t
ln
k (x) dx +

[
fRLln

k (x)
]xn

xn−1

−
xn∫

xn−1

(Anun
h)

∂ln
k (x)

∂t
dx = 0, (6)

where fRL(uL, uR) is the flux at the interface, and uL and
uR are respectively the left and the right values of u at the
interfaces of the element �n interpolated from the values at
interior nodal points. Several kinds of flux formulae have
been suggested to compute the flux at the interface [22–24,
26]. Commonly used ones are the characteristics-based flux
formula for a linear system

fRL(uL, uR)= 1

2
[f(uL) + f(uR)−θ |A|(uR−uL)] , θ ≥0,

(7)

where f(u) = Au. Equation (7) is called the Roe flux when
θ = 1 and a centered flux when θ = 0 [24,38]. For conve-
nience, Eq. (7) can be reformulated as

fRL(uL, uR) = ALuL + ARuR, θ ≥ 0, (8)

where AL = 1
2 [A + θ |A|] and AR = 1

2 [A − θ |A|]. Equa-
tion (1) being linear, the flux terms can be further simplified
as [38,39]

AL=
⎡
⎣c(L)ZL − c(L)

ZL+ZR

− c(L)

YL+YR

c(L)

(YL+YR)ZL

⎤
⎦, AR =

⎡
⎣−c(R)ZR − c(R)

ZL+ZR

− c(R)

YL+YR

c(R)

(YL+YR)ZR

⎤
⎦,

(9)

where Y = 1/Z , Z = ρc = √
ρK , c is longitudinal wave

speed, and the sub- and the super-scripts denoted by L and R
represent the left and the right values of the interface, respec-
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tively. So, the semi-discrete form of Eq. (6) can be written
as

xn∫
xn−1

∂un
h

∂t
ln
k (x)dx+

[
An

Lun
h(xn, t)+An+1

R un+1
h (xn, t)

]
ln
k (xn)

−
[
An−1

L un−1
h (xn−1, t) + An

Run
h(xn−1, t)

]
ln
k (xn−1)

−
xn∫

xn−1

(Anun
h)

∂ln
k (x)

∂x
dx = 0, (10)

for k = 0, 1, 2, . . . , p in �n .
Now, we map the physical domain onto the computational

domain

ξ(x) : �n = [xn−1, xn] → �c[−1, 1],
ξ = 2

δ
(x − xc), (11)

where δ = (xn − xn−1) and xc = (xn−1 + xn)/2. The basis
functions are the same for all the elements when expressed
in the local coordinate ξ, ln

k (x) = Lk(ξ). If the mapping of
Eq. (11) is introduced into Eq. (10), one obtains

p∑
l=0

⎧⎨
⎩

δ

2

∂Cn
l

∂t

1∫
−1

Ll(ξ)Lk(ξ)dξ

+
[
An

LCn
l Ll(1)Lk(1) + An+1

R Cn+1
l Ll(−1)Lk(1)

]

−
[
An−1

L Cn−1
l Ll(1)Lk(−1) + An

RCn
l Ll(−1)Lk(−1)

]

−AnCn
l

1∫
−1

Ll(ξ)
∂Lk(ξ)

∂ξ
dξ

⎫⎬
⎭ = 0, (12)

for k = 0, 1, . . . , p in �n . For time advancement in Eq. (12),
explicit third-order Runge–Kutta scheme is used [22].

One significant advantage of DSEM is that it allows phys-
ical variables to be discontinuous at interfaces, which is cru-
cial in the simulation of the elastic wave propagation in ran-
domly distributed heterogeneous materials. One can simply
use each partitioned element to model each microstructure
in the medium with different physical parameters.

In the next section, we analytically derive the physical dis-
persion relation of one-dimensional periodic heterogeneous
materials and numerically determine it using the DSEM
scheme applied to heterogeneous materials, which may lead
to errors due to numerical dispersion and dissipation errors
of the numerical scheme chosen in the study and this relation
is verified by the benchmark solutions for the homogeneous
and the heterogeneous cases (Fig. 1).

Fig. 1 One-dimensional modeling of heterogeneous materials

3 Dispersion relation of a one-dimensional periodic
micro-structured heterogeneous materials

3.1 Theoretical model

Let us consider longitudinal waves propagating in the x-
direction through a spatially infinite periodic heterogeneous
rod consisting of layers of two elastic materials �

(1)
0 and �

(2)
1

(see Fig. 2). Then, the governing equation in the absence of
body forces is

∂

∂x

[
K (x)

∂u(x, t)

∂x

]
− ρ(x)

∂2u(x, t)

∂t2 = 0, (13)

where u(x, t) is the displacement of the rod at the longitudinal
coordinate x and at time t . The material properties can be
described by the following periodic function of period l =
l1 + l2 (see Fig. 2):

ρ(x)=
{

ρ1,

ρ2,
K (x)=

{
K1,

K2,

−l1 < x < 0 in �
(1)
0

0 < x < l2 in �
(2)
0

. (14)

For time harmonic vibration of frequency ω, the solution has
the form u(x, t) = U (x)ejωt . Then, substituting this expres-

Fig. 2 Geometry of a periodic heterogeneous composite material with
piecewise constant properties
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sion to Eq. (13) yields

K (s) d2U (s)
n

dx2 + ρ(s)ω2U (s)
n = 0 in �(s)

n , s = 1, 2, n ∈ Z ,

(15)

where U (s)
n is the displacement amplitude in each layer in the

domain �
(s)
n . Equation (15) has to satisfy the continuity of

the displacement and the stress at the interfaces:

U (1)
n = U (2)

n , K (1) dU (1)
n

dx
= K (2) dU (2)

n

dx
, n ∈ Z . (16)

We assume that the displacement satisfies the quasi-
periodicity condition for time harmonic wave propagating
through a periodic composite material. According to the
Floquet–Bloch approach [12], the solution can be represented
in the form

u(s)
n (x, t) = F (s)

n (x)ejμx ejωt , (17)

where ω is the frequency, μ is the Bloch wavenumber in
the superscript, j = √−1, and F (s)

n (x) is a spatially peri-
odic function used to describe the influence of the composite
microstructure, F (s)

n (x) = F (s)
n+1(x + l). The periodicity of

F (s)
n (x) leads to

U (s)
n+1(x + l) = U (s)

n (x)ejμl in �(s)
n , (s − 2)l1

+ nl < x < (s − 1)l2 + nl, s =1, 2, n ∈ Z .

(18)

The physical meaning of the propagation wavenumber μ can
be found from the application of the Floquet theory shown
in Brillouin [5,6]. The nature of wave propagation inside the
material depends upon the value of the Bloch wavenumber μ,
which relates the displacement of any two points separated
by a distance l inside the material s. Assuming μ = μR+jμI,
Eq. (17) is rewritten

u(s)
n (x, t) = F (s)

n (x)ejμRx e−μIx ejωt . (19)

It is apparent from Eq. (19) that the wave attenuates exponen-
tially if μI > 0. Such frequency bands are called stop bands
since all the waves attenuate as they propagate through the
periodic material, while the bands where μI = 0 are called

pass bands. This result describes the existence of phononic
band gaps.

The general solution can also be represented by

u(s)
n (x, t) = U (s)

n (x)ejωt = [
A(s)

n (x)ejα(s)ωx

+ B(s)
n (x)e−jα(s)ωx]ejωt , (20)

where α(s) = √
ρ(s)/K (s), s = 1, 2, n ∈ Z , (s−2)l1+nl <

x < (s − 1)l2 + nl. Equation (18) that expresses the
periodicity of the layered materials between the domains
�

(2)
0 and �

(1)
1 and Eq. (16) that imposes the continuity of

the displacement and stress at the interfaces between the
domains �

(1)
0 and �

(2)
0 , together determine all the coeffi-

cients {A(1)
0 , A(2)

0 , B(1)
0 , B(2)

0 }. This results in the homoge-
neous system

Mth
{

A(1)
0 , A(2)

0 , B(1)
0 , B(2)

0

}T = 0, (21)

where

Mth =

⎡
⎢⎢⎢⎣

1 −1 1 −1
k(1)K (1) −k(2)K (2) −k(1)K (1) k(2)K (2)

ej(μl−k(1)l1) −ejk(2)l2 ej(μl+k(1)l1) −e−jk(2)l2

k(1)K (1)ej(μl−k(1)l1) −k(2)K (2)ejk(2)l2 −k(1)K (1)ej(μl+k(1)l1) k(2)K (2)e−jk(2)l2

⎤
⎥⎥⎥⎦

and k(s) = α(s)ω, s = 1, 2.

(22)

System of Eq. (21) has a non-trivial solution if and only if
the determinant of the matrix Mth is zero, which yields the
dispersion equation relating μ and ω, and it may be written
in the form

cos(μl) = cos(ωα(1)l1) cos(ωα(2)l2)

−1

2

(
Z1

Z2
+ Z2

Z1

)
sin(ωα(1)l1) sin(ωα(2)l2),

(23)

where Zs = ρ(s)c(s) = ρ(s)/α(s) = √
ρ(s)K (s), s = 1, 2.

For a homogeneous material, we have l = l1 + l2, α =
α1 = α2, and Z1 = Z2. Equation (23) then yields the linear
dispersion relation, μ = αω.

Figure 3 graphically represents the dispersion relation
of an elastic wave in a one-dimensional periodic hetero-
geneous material. Physical values used in this case are
(ρ(1), K (1)) = (1, 1), (ρ(2), K (2)) = (1, 3), and l1 = 0.5l.
Then, c(1) = 1, c(2) = √

3, Z1 = 1, and Z2 = √
3.

Impedance mismatch due to the existence of heterogeneities
(microstructures) in the medium gives rise to locally succes-
sive reflections and transmissions of the elastic waves at the
interface, which finally results in band gap phenomena as
shown in Fig. 3. According to Bloch’s theory, the effective
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Fig. 3 Dispersion curves of a 1D periodic heterogeneous medium

wavenumber, μ, ranges from 0 to π lying on the first Brillouin
zone. As seen in this figure, unlike the linear wave propaga-
tion in homogeneous medium, (i.e., μ = αω from Eq. (23)),
the phase velocity (ω/μ) and the group velocity (dω/dμ)

are not constant along the propagation direction due to the
periodic variations in material properties. The regions iden-
tified with the yellow strips represent stop bands, and waves
with corresponding frequencies do not propagate through the
structure.

Alternative to the analytic approach, numerical simulation
can determine the band gap or dispersion relation in hetero-
geneous materials. It is proper to emphasize that in most
practical cases, numerical solution is the only choice due to
the complexity of the microstructural media. In such cases,
a rigorous assessment of the numerical accuracy is needed.

3.2 Numerical model

We consider periodic one-dimensional linear elastic wave
propagation in a medium. Equation (1) can be written in the
frequency domain (using u(x, t) = û(x)ejωt )

jωû + ∂f(û)

∂x
= jωû + ∂

∂x
(Aû) = 0, (24)

where û is an N×1 vector where N is the number of dependent
variables, A is an N × N matrix in general In the DSEM,
the physical spatial domain (�) is divided into M elements,
� = ∪M

n=1�n where �n is a unit cell, �n ⊃ [�(1)
n , �

(2)
n ],

and n is the element index, satisfying the periodicity of a
heterogeneous composite material (see Fig. 2). We seek a
Floquet–Bloch solution to Eq. (24) in the form

û(x) = F(x)ejμx , (25)

where F(x) is a periodic function on �n and μ is an effective
wavenumber satisfying periodicity on �n . Substituting Eq.
(25) into Eq. (24), we get

jωF +
(

∂

∂x
+ jμ

)
(AF) = 0 in �n . (26)

The spatial domain is partitioned into non-overlapping ele-
ments, �

(i)
n where n = 1, 2, . . . , M and i = 1, 2. For sim-

plicity, we just consider the unit cell �n ⊃ [�(1)
n , �

(2)
n ] sat-

isfying the periodicity of F(x) where �
(1)
n = [xn−1, xn] =

[nl−l1, nl] and �
(2)
n = [xn, xn+1] = [nl, nl+l2] (see Fig. 2).

In each element, a spectral representation based on p-th
order interpolants is used. Thus, the periodic function on
�n, Fn,i (x), is approximated by

Fn,i (x) ≈ Fn,i
h (x) =

p∑
k=0

Cn,i
k ln,i

k (x) in �(i)
n , i = 1, 2,

(27)

where ln,i
k (x) is basis Lagrange polynomials for element �(i)

n

given in Eq. (4), p is the highest order of polynomials in the
chosen basis, and Cn,i

k are the nodal values at xk , which are

the nodal points in �
(i)
n .

Multiplying Eq. (26) by ln,i
k (x) and integrating over �

(i)
n ,

we obtain the weak form
xn+i−1∫

xn+i−2

(
jωFn,i

h + jμ(An,i Fn,i
h ) + ∂

∂x
(An,i Fn,i

h )

)
ln,i
k (x)dx

= 0 in �(i)
n , i = 1, 2, (28)

for k = 0, 1, 2, . . . , p. By applying integration by parts to
Eq. (28), we get

xn+i−1∫
xn+i−2

(
jωFn,i

h +jμ(An,i Fn,i
h )

)
ln,i
k (x)dx+

[
fRLln,i

k (x)
]xn+i−1

xn+i−2

−
xn+i−1∫

xn+i−2

(An,i Fn,i
h )

∂ln,i
k (x)

∂x
dx = 0, (29)

where fRL(FL, FR) is the flux vector at the interface given
by Eq. (8). The semi-discrete form of Eq. (29) can be written
as

xn∫
xn−1

(
jωFn,1

h + jμ(An,1Fn,1
h )

)
ln,1
k (x)dx

+
[
An,1

L Fn,1
h (xn, t) + An,2

R Fn,2
h (xn, t)

]
ln,1
k (xn)

−
[
An−1,2

L Fn−1,2
h (xn−1, t)+An,1

R Fn,1
h (xn−1, t)

]
ln,1
k (xn−1)
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−
xn∫

xn−1

(An,1Fn,1
h )

∂ln,1
k (x)

∂x
dx = 0 in �(1)

n , (30)

xn+1∫
xn

(
jωFn,2

h + jμ(An,2Fn,2
h )

)
ln,2
k (x)dx

+
[
An,2

L Fn,2
h (xn+1, t)+An+1,1

R Fn+1,1
h (xn+1, t)

]
ln,2
k (xn+1)

−
[
An,1

L Fn,1
h (xn, t) + An,2

R Fn,2
h (xn, t)

]
ln,2
k (xn)

−
xn+1∫
xn

(An,2Fn,2
h )

∂ln,2
k (x)

∂x
dx = 0 in �(2)

n , (31)

for k = 0, 1, 2, . . . , p.
We now map the physical domain onto the computational

domain

ξ(x) : �(i)
n = [xn+i−2, xn+i−1] → �c[−1, 1],

ξ = 2

δi
(x − xc), (32)

where δi = (xn+i−1 − xn+i−2) , xc = (xn+i−1 + xn+i−2) /

2 and ln,i
k (x) = Lk (ξ).

Substitution of Eq. (27) into Eqs. (30) and (31) leads to

p∑
l=0

⎧⎨
⎩

jδ1

2
(ωI + μAn,1)Cn,1

l

1∫
−1

Ll(ξ)Lk(ξ)dξ

+
[
An,1

L Cn,1
l Ll(1)Lk(1) + An,2

R Cn,2
l Ll(−1)Lk(1)

]

−
[
An−1,2

L Cn−1,2
l Ll(1)Lk(−1) + An,1

R Cn,1
l Ll(−1)Lk(−1)

]

−An,1Cn,1
l

1∫
−1

Ll(ξ)
∂Lk(ξ)

∂ξ
dξ

⎫⎬
⎭ = 0 in �(1)

n , (33)

p∑
l=0

⎧⎨
⎩

jδ2

2
(ωI + μAn,2)Cn,2

l

1∫
−1

Ll(ξ)Lk(ξ)dξ

+
[
An,2

L Cn,2
l Ll(1)Lk(1) + An+1,1

R Cn+1,1
l Ll(−1)Lk(1)

]

−
[
An,1

L Cn,1
l Ll(1)Lk(−1) + An,2

R Cn,2
l Ll(−1)Lk(−1)

]

−An,2Cn,2
l

1∫
−1

Ll(ξ)
∂Lk(ξ)

∂ξ
dξ

⎫⎬
⎭ = 0 in �(2)

n , (34)

for k = 0, 1, . . . , p. Due to the periodicity on �n , i.e.,
An−1,2

L Cn−1,2
l = An,2

L Cn,2
l and An+1,1

R Cn+1,1
l = An,1

R Cn,1
l ,

Eqs. (33) and (34) can be expressed in the matrix form

[
N11 N12

N21 N22

]{
Cn,1

Cn,2

}
=
[−B1Q1 0

0 −B2Q2

]{
Cn,1

Cn,2

}
(35)

where

Cn,k = [Cn,k
0 , Cn,k

1 , . . . , Cn,k
p ]T, k = 1, 2,

{Bk}lm = jδk

2
(ωI + μAn,k),

{Qk}lm = I

1∫
−1

Ll(ξ)Lm(ξ)dξ,

{N11}lm = An,1
L Ll(1)Lm(1) − An,1

R Ll(−1)Lm(−1)

− An,1

1∫
−1

Lm(ξ)
∂Ll(ξ)

∂ξ
dξ,

{N12}lm = − An,2
L Lm(1)Ll(−1) + An,2

R Lm(−1)Ll(1),

{N21}lm = − An,1
L Lm(1)Ll(−1) + An,1

R Lm(−1)Ll(1),

{N22}lm = An,2
L Ll(1)Lm(1) − An,2

R Ll(−1)Lm(−1)

− An,2

1∫
−1

Lm(ξ)
∂Ll(ξ)

∂ξ
dξ ,

where l, m = 0, 1, . . . , p. (36)

This is a fundamental eigenvalue problem of the form AX =
�X where � is a diagonal eigenvalue matrix since Q1 and
Q2 are diagonal from Eq. (36). Equation (35) has a non-
trivial solution if its determinant is zero, which leads to the
numerical dispersion relation

det Mnum =0 where Mnum =
(

B1Q1 + N11 N12

N21 B2Q2 + N22

)
.

(37)

In one-dimensional problems, Mnum is [2N × (p + 1)] by
[2N × (p + 1)] matrix where N = 2 and Eq. (37) results in
[2N×(p+1)]-th order polynomials for the Bloch wavenum-
ber μ. For a given frequency, it is possible to determine the
Bloch wavenumber μ by solving Eq. (37).

4 Analysis of numerical dispersion

4.1 Wave propagation in a homogeneous material: Z1 = Z2

and c(1) = c(2)

As a stringent test case for the numerical method, we choose
the homogeneous material parameter set: ρ(1) = 1, K (1) =
1, ρ(2) = 1, and K (2) = 1 which gives Z1 = Z2 = 1 and
c(1) = c(2) = 1. The exact solution for this case has the
phase and the group velocities constant in the whole range of
wavenumbers. The dissipation and dispersion errors of the
DSEM affect the numerical values of phase and group veloc-
ities. The numerical dispersion relation of DSEM is given in
Appendix to distinguish its effect relative to physical dis-

123



796 Comput Mech (2015) 55:789–804

k

R
e{

}

0 2 4 6 8 10
-20

-15

-10

-5

0

5

10

15

20

Physical mode

Parasite modes

Exact dipsersion relation ( )

Exact dipsersion relation ( )

ω

=−

Physical mode

Parasite modes

Parasite modes

~

~

ω k

~

~

= ~ω k~

k

Im
{

}

0 2 4 6 8 10 12 14 16 18 20
-15

-10

-5

0

ω

Parasite modes

Physical mode

Parasite modes

∼

∼

Fig. 4 Numerical dispersion relation and dissipation rate of DSEM for
the fourth-order scheme (PN = 4). On the left, the red thick line shows
the exact dispersion relation in a homogenized material ω̃ = ±k̃ along
with the real value of the non-dimensional frequency plotted against the

non-dimensional wave number (k̃). On the right, the imaginary value
of the non-dimensional frequency ( Im {ω̃}) is plotted with respect to
the non-dimensional wave number (k̃). (Color figure online)
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Fig. 5 Numerical dispersion relation of the only physical mode normalized by the polynomial order (p) for two schemes (DSEM (left) and DGM
(right)) in the homogeneous material

persion provided by the theoretical solution. The numerical
solution is a superposition of N × (p + 1) waves traveling at
different phase velocities: two are the physical modes with
the frequency that approximates the exact dispersion rela-
tion for a range of wavenumbers, ω̃ = ±k̃ where k̃ = kδ and
ω̃ = ωδ/c are the non-dimensional wave number and fre-
quency, respectively, and the phase speed is unity in this case
and the positive and the negative signs mean the right- and
the left-going waves, respectively. The others are the parasite
modes associated with the numerical scheme.

Figure 4 represents numerical dispersion relations and
numerical dissipation rates in the semi-discretization of the
one-dimensional elastic wave equations for the fourth-order
DSEM scheme. In this figure, two physical modes and eight

parasite modes are observed in DSEM. The physical modes
agree well with the exact dispersion relation up to approxi-
mately k̃ = 3 in DSEM. At higher frequency, the curve of a
physical mode in DSEM is below the exact dispersion rela-
tion line (ω̃ = k̃). This means that higher wave components
produced numerically during the simulation lag behind the
physical wave in DSEM. In DSEM, the dissipation rate of
the parasite modes is relatively large for the resolved range
of wave numbers. Therefore, it will quickly damp out as the
wave propagates in space creating a numerically stable solu-
tion.

Figure 5 shows the numerical dispersion relation of the
only physical mode of a right-going wave for both DSEM and
discontinuous Galerkin method (DGM) schemes of order 2–6
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Table 1 Maximum resolvable wave number and its relation to wave
frequency

Order (NP) kcδ PPW ωcl kcl

1 0.18 70 3.14 0.36

2 0.72 26 3.14 1.44

3 1.56 16.1 3.14 3.12

4 2.44 12.9 3.14 4.88

5 3.58 10.5 3.14 7.16

6 4.86 9.0 9.42 9.72

7 6.06 8.3 15.71 13.56

8 7.66 7.4 15.71 15.32

for comparison. The details of DGM scheme are given in the
reference [24]. For the purpose of comparison between the
schemes of different orders, the wavenumber k̃ is normalized
by the PN of the scheme P. It is apparent from this figure that
a wave in a DSEM solution lags behind the true wave, and the
overshoot in the DGM solution implies the waves for larger
wave numbers lead the true wave.

To quantify the resolution of the scheme, the following
criterion is often used [24,26,27]

∣∣∣ω̃real − k̃
∣∣∣ < 0.01 and

∣∣ω̃imag
∣∣ < 0.01. (38)

This criterion ensures that the dispersion and the dissipation
errors are less than 1.0 %. Table 1 represents the resolution
property of the scheme. Here, kc is the maximum resolv-
able wavenumber and the corresponding number of points
per wavelength (PPW) is defined by 2π(p + 1)/kcδ, which
is the minimum number of points to represent the smallest
wavelength of the waves satisfying Eq. (38). For example,
this scheme incurs an error of less than 1.0 % when 9 mesh
points per wavelength for the sixth-order scheme is used in
the computation.

The dispersion and the dissipation errors in the semi-
discretization of the one-dimensional elastic wave equations
in a homogeneous material can be also observed in the appli-
cation of the Floquet–Bloch theory discussed in Sect. 3.1.
Figure 6 represents the elastic band structure for longitudinal
elastic wave modes propagating in a one-dimensional infinite
homogeneous system. According to the Bloch theory with
an artificial periodicity l, all the curves can be represented
in the one-dimensional Brillouin zone. As the Brillouin zone
(μ = ±π/ l) is symmetrical about the y-axis, we plot only
half of the Brillouin zone (0 ≤ μ ≤ π/ l) [5,6]. In this
case, the structure is assumed homogeneous and it does not
lead to the stop band structure. It means that all the waves
applied to the material propagate without attenuation (pass
band). Also it is observed that the slope in this figure is unity
which is the same as the phase velocity of the elastic wave, as

expected. Compared to Fig. 4, all the curves in Fig. 6 repre-
sent a linear relation due to the physics of wave propagation
in the Floquet–Bloch theory. The discrepancy between the
analytic solution and the numerical result is observed at the
boundaries (μ = ±π/ l and μ = 0) and it is dependent upon
the numerical accuracy, i.e., the PN in the DSEM. As the
order increases, Fig. 7 shows that these errors exponentially
decrease with an exponential decay constant of unity. An ana-
lytic dispersion relation (Eq. (23)) yields an infinite number
of frequencies ω̃, while the numerical dispersion relation, Eq.
(37), naturally yields a finite number of frequencies, which
depends on the PN of the DSEM as shown in Figs. 6, 9,
and 13. The large discrepancy between the numerical and the
analytic results particularly for large frequencies motivated
this study. Even though one can find numerical solutions from
Eq. (37) in real complicated geometries in 2D or 3D, they will
entail large errors, particularly for larger frequencies, which
cannot be ascertained a priori. Then determining the largest
frequency where a numerical method under consideration
resolves with specified accuracy is of practical importance.
This maximum resolvable frequency ω̃c for a given order of
the DSEM is presented in Tables 2, 3 and 4.

To quantify the resolution of the DSEM scheme, the fol-
lowing criterion is used

|ω(n)l − ω(a)l| < 0.01, (39)

where ω(n) and ω(a) are the numerical and analytic angu-
lar frequencies for a given μ in the range 0 to μ = π/ l,
respectively. If the criterion of Eq. (39) is satisfied, then
the numerical errors will be less than 1.0 %. Table 1 rep-
resents the resolution property of the scheme. Here, ωc is the
maximum resolvable angular frequency satisfying Eq. (39).
In Table 1, ωc’s are shown to be discrete values defined at
the right boundary (μ = π/ l). Also, numerical errors in
each line are constant and are accumulated in the next neigh-
boring folded line, which are shown in Fig. 6. In Table 1,
the last column represents kcl determined from kcδ where
δ = l1 and l1/ l = 0.5. In this case, the wave velocity is
c(1) = c(2) = 1 and so ωc = kc. It is difficult to generalize
the relation between ωcl and kcl but there is a tendency that
for higher order DSEM of PN greater than or equal to 6, the
numerical result of ωcl tends to kcl. This means that the errors
in ωcl come from the numerical dispersion and dissipation
errors of DSEM. It implies that the maximum resolvable fre-
quency (ωc) in the Floquet–Bloch analysis is determined by
the maximum resolvable numerical wavenumber (kc). Fig-
ure 7 represents numerical dispersion errors for the solution
of the elastic homogeneous material with different PNs. The
numerical value of ωl is chosen at the first right boundary
to compute the error defined by |ω(n)l − ω(a)l|. This figure
shows an exponential decay of the error.
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Fig. 6 Elastic band structure for longitudinal elastic wave modes propagating in a onedimensional infinite homogeneous system. The analytic
solution is compared to polynomial orders (PN) 2, 4, 6, and 8

4.2 Wave propagation in a periodic heterogeneous material

4.2.1 Case 1: Z1 �= Z2 and c(1) = c(2)

In this section, we analyze the dissipation and the dispersion
errors in a periodic heterogeneous material characterized by
the parameters ρ(1) = 1, K (1) = 1, ρ(2) = 3, and K (2) = 3
which result in Z1 = 1, Z2 = 3, and c(1) = c(2) = 1. For
convenience, the volume ratio from Fig. 2 is β = l1/ l = 0.5.
Figure 8 represents the elastic band structure for longitudi-
nal elastic wave modes propagating in a one-dimensional
infinite periodic heterogeneous system with layers of two
elastic materials. Compared to the homogeneous case, the
stop bands are clearly seen on the right boundary of this fig-
ure as already illustrated in Fig. 3. All the frequencies lying
on the stop bands, such as ωl = 3, 10, 15, would attenuate as
they propagate through the periodic material. The accuracy
of the band structure naturally depends upon the polynomial
order (PN) as shown in Fig. 8. Figure 9 illustrates the elas-

tic band structure for eight different PNs. This figure high-
lights the accuracy between the analytic and the numerical
results through comparisons with the Floquet–Bloch theory.
Increased numerical accuracy is shown to strongly depend
upon the PN in the DSEM.

Table 2 represents the maximum resolvable angular fre-
quency satisfying Eq. (39) for several different PNs in the
DSEM. Due to the existence of the stop band, it is chal-
lenging to determine the exact maximum resolvable angular
frequency in case of PN = 4, 5 or PN = 8, 9 since it may be
located on the stop band. The last column in Table 2 repre-
sents the stop bands in the present periodic material. Accord-
ing to this result, ωcl’s in both PN = 4, 5 and PN = 8, 9 are 2.10
and 14.65, respectively, which are the frequencies at the right
boundary (μl =π ) in Fig. 8. Results from Table 2 are plotted
in Fig. 10 to illustrate that there is a jump in the maximum
resolvable frequency near the PN of 6. The results illustrate a
step-like increase with respect to PN within this range of PN
order. On the interval between PN = 5 and 7 there is a large
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Fig. 7 Numerical errors for different polynomial orders in DSEM. The
absolute error was obtained at the first right boundary μ = π/ l

Table 2 Maximum resolvable frequency with respect to the polynomial
order and stop band obtained from the present periodic material (Z1 =
1, Z2 = 3 and c(1) = c(2) = 1)

Order (NP) ωcl Stop band

2 0.90 2.10–4.19

3 1.71 8.38–10.47

4 2.10 14.65–16.75

5 2.10
.
.
.

6 8.23

7 14.03

8 14.65

Table 3 Maximum resolvable frequency with respect to the polynomial
order and stop band obtained from the present periodic material (Z1 =
1, Z2 = 0.5 and c1 = c(2) = 1)

Order (NP) ωcl Stop band

2 1.30 2.46–3.82

3 2.04 8.75–10.11

4 3.82 15.03–16.39

5 3.82
.
.
.

6 8.58

7 10.11

8 16.39

increase in the slope between ωcl and the PN which provides
insight in numerical computation accuracy and efficiency.
For example, if one is only interested in the response in the

Table 4 Maximum resolvable frequency with respect to the polynomial
order (PN) in case 2

Order (NP) ωcl Order (NP) ωcl

2 1.26R 9 5.03L

3 1.26R 10 6.28R

4 1.26R 11 6.28R

5 3.63 12 8.54

6 3.28 13 8.80R

7 3.77R 14 8.80R

8 4.43 15 10.03

L/R left and right boundaries, respectively
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Fig. 8 Comparison of elastic band structure for longitudinal elastic
wave modes propagating in a one-dimensional infinite periodic het-
erogeneous system with layers of two elastic materials between the
analytic solution and the numerical result for PN = 7 (Case 1: Z1 =
1, Z2 = 3 and c(1) = c(2) = 1 )

low frequency regime, the choice of PN = 3 or 4 will be suf-
ficient but for higher frequency PN = 7 or 8 is ideal.

Figure 11 represents maximum resolvable frequency ver-
sus the order of the polynomial (PN) based on the criterion
given by Eq. (39) for ρ(1) = 1, K (1) = 1, ρ(2) = 0.5, and
K (2) = 0.5. These parameters give Z1 = 1, Z2 = 0.5, and
c(1) = c(2) = 1. Similar to Fig. 10, the stop bands in Fig-
ure 11 exist on the right boundary but narrower than those in
Fig. 10. The stop bands are also given in Table 3. Compared
to Fig. 10, on the interval between PN = 5 and 7 ωcl shows
an increase in the slope between ωcl and the PN. In regions
between PN = 5 and 6 or PN = 7 and 8, ωcl rapidly increases.
However, ωcl is the same at PN = 4 and 5 or PN = 8 and 9
and therefore provide guidance to trade-offs in accuracy and
computational efficiency.

Figure 12 plots the numerical error for the two hetero-
geneous elastic band gap solutions using DSEM with dif-
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Fig. 9 Elastic band structure for longitudinal elastic wave modes propagating in a onedimensional infinite periodic heterogeneous system with
layers of two elastic materials (Case 1: Z1 = 1, Z2 = 3 and c(1) = c(2) = 1). Numerical errors due to polynomial (PN) order 2 to 9 are shown

ferent PNs. The numerical value of ωl at the first right
boundary was chosen to compute the absolute error in
Fig. 12a. These errors show a nominal exponential decay
with respect to PN but an odd number of PN does not
reduce the error as much as an even number of PN. We
integrate the error for all the points on the dispersion curve
that are resolvable with the lowest polynomial order sim-
ulated (PN = 2). When the squared error is summed up to
the maximum ω(n)l computed for PN = 2, we find that the
error follows a much smoother curve (see Fig. 12b). The
exponential decay rate of the error was also seen in the
homogeneous case (Fig. 7). This means that the numeri-
cal solution in this problem reflects the characteristics of

the exponential decay with respect to PN obtained by the
DSEM.

4.2.2 Case 2: Z1 = Z2 and c(1) �= c(2)

The last case we consider contains a uniform impedance but
the wave speed in each domain, �

(1)
n and �

(2)
n , varies. Para-

meters used here include ρ(1) = 4, K (1) = 0.25, ρ(2) = 1,
and K (2) = 1 which results in c(1) = 0.25, c(2) = 1 and
Z1 = Z2 = 1. The volume ratio is again fixed to β =
l1/ l = 0.5. This example does not lead to the band gap
structure since the impedance is the same in a whole domain.
Therefore, it is much closer to the homogeneous case in
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Fig. 10 Maximum resolvable frequency with respect to the polynomial
order (PN) in DSEM in Case 1 ( Z1 = 1, Z2 = 3 and c(1) = c(2) = 1)

Sect. 4.1. But, the elastic wave propagates with different
velocities in each periodic domain. Figure 13 represents the
elastic band structure for Case 2. Similarly to the homog-
enized case, there are folded and continued zig-zag linear
lines between 0 and π in the x-axis and their slopes describe
the effective sound speed of the periodic medium, 
1, which
can be derived from homogenization theory. According to
[40,41], the homogenized relation is


2
1 = K̄

ρ̄
= [β/K (1) + (1 − β)/K (2)]−1

[βρ(1) + (1 − β)ρ(2)] , (40)
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Fig. 11 Maximum resolvable frequency with respect to the polynomial
order (PN) in DSEM in Case 1 ( Z1 = 1, Z2 0.5 = and c(1) = c(2) = 1)

where ρ̄ and K̄ are the effective density computed by arith-
metic averaging and Young’s modulus obtained by harmonic
averaging of densities and Young’s moduli in �n , respec-
tively. The effective sound speed 
1 computed from Eq. (40)
is 0.4. In Fig. 13, the numerical results with different PNs are
compared with the analytical solution. It is shown that as the
PN increases, the accuracy is also increased. Table 4 rep-
resents the maximum resolvable frequency with respect to
the PN for this case of variable wave speed. The maximum
resolvable frequency is determined by the criterion of Eq.
(39). Figure 14 represents the relation between the maximum
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Fig. 12 Numerical error for the solution of elastic band gap problem with different polynomial orders: a the absolute error was computed at the
first right boundary, b the squared error was summated up to the maximum ω(n)l computed for PN = 2
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Fig. 13 Elastic band structure for longitudinal elastic wave modes propagating in a onedimensional infinite periodic heterogeneous system with
layers of two elastic materials (Case 2)

resolvable frequency and the PN. In Fig. 14, the left and the
right boundaries denote the position at μl = 0 and μl = π ,
respectively. Similar to the previous two cases of heteroge-
neous materials, there is a significant increase in ωcl at PN = 5
and 12 for materials with discontinuous wave speeds in each
regime. While it is not trivial to generalize the behavior in
Fig. 14, it is important to point out that the significant jump
in ωcl happens at the right boundaries (μl = π).

Figure 15 represents zoomed elastic band structure for low
longitudinal elastic wave modes in Case 2. In this figure it is
observed that there are four different slopes originated from
the origin and they all disappear at the right boundary. The
frequency (ω) where this phenomenon happens is low com-
pared to the effective wavenumber (μ) since ω < μ. In this
figure, all the curves numbering 1© through 4© are linear and
their slopes represent the wave propagation velocities. Num-
ber 1© denotes the effective sound speed 
1 with the value
of 0.4. Numbers 2© and 3© represent c(1) = 0.25 and c(2) = 1,
respectively. These physical waves ( 1©∼ 3©) agree well with

the exact dispersion relation up to μl = π for three different
PNs. Number 4© represents parasite mode dependent upon
PN in the DSEM since the imaginary values of ω on this line
are negative and approximately −10. The dissipation rate of
this parasite mode is relatively large for the resolved range
of wave numbers. Therefore, it will quickly dampen out as
the wave propagates in space.

5 Concluding remarks

The numerical dispersion and dissipation properties of
the DSEM have been quantified for elastodynamic prob-
lems containing one dimensional periodic heterogeneous
microstructure. To calculate and compare complex disper-
sion relations in heterogeneous materials, the Floquet–Bloch
theory was used. Their frequency dependent characteristics
and their elastic band behavior were numerically studied by
comparison with the analytic solution.
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Fig. 14 Relation between the maximum resolvable frequency and the
polynomial order for Case 2
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Fig. 15 Zoomed elastic band structure for low longitudinal elastic
wave modes in Case 2

The accuracy of the dispersion relation was investigated
with respect to the spectral polynomial orders for three dif-
ferent materials: a homogeneous material as a benchmark
and two different types of heterogeneous materials. For the
homogeneous material, the theoretical solution of constant
wave speed with respect to frequency was compared with
the numerical solutions given errors that nominally decayed
exponentially. A larger jump in errors occurred at the right
Brillouin zone boundaries. For the second case with differ-
ent impedances in each domain, it was found that there is a
discontinuous jump of the maximum resolvable frequency

within the pass bands resulting in a step-like increase of
the maximum resolvable frequency with respect to PN. This
investigation provides insight in the existence of the optimal
PNs for accurate computations of the elastic band structures.

Lastly, for the last case in which the wave speed in each
domain differs, there are folded and continued zig-zag linear
lines in the first Brillouin zone. In the low frequency regime,
there exist four different wave speed components: two phys-
ical wave speeds in each domain, the effective sound speed,
and the parasite wave speed which is dependent upon the
polynomial order in DSEM. But, in the higher frequency
region, there only exists the effective sound speed that is
governed by the homogenized material characteristics.
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Appendix

We derive the numerical dispersion relation of DSEM scheme
chosen to simulate the elastic wave propagation through
homogeneous materials in this study. Equation (12) can be
expressed in the matrix form

δ

2
Q

∂Cn

∂t
+ N−1Cn−1 + N0Cn + N1Cn+1 = 0, (41)

where Cn = [Cn
0, Cn

1, . . . , Cn
p]T. Here, An−1

L = An
L and

An+1
R = An

R since the medium is homogeneous. If the ele-
ment is uniform in one dimension, then we can seek solutions
of the form

Cn = C̃ej(ωt−knδ), (42)

where C̃ is a complex vector of dimension [N× (p+1)]. The
substitution of Eq. (42) into (41) gives an algebraic system
for C̃
(

jωδ

2
Q + ejkδN−1 + N0 + e−jkδN1

)
C̃ = 0. (43)

If we define the non-dimensional wave number and frequency
as k̃ = kδ and ω̃ = ωδ/c where c = √

K/ρ, Eq. (43) has
a non-trivial solution when the determinant of the follow-
ing matrix is zero, which leads to the numerical dispersion
relation given by

det

(
jcω̃

2
Q + ejk̃N−1 + N0 + e−jk̃N1

)
= 0, (44)

where

{Q}lm = I
∫ 1

−1
Ll(ξ)Lm(ξ)dξ,
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{N0}lm = An
L Ll(1)Lm(1)

−An
R Ll(−1)Lm(−1) − An

∫ 1

−1
Lm(ξ)

∂Ll(ξ)

∂ξ
dξ,

{N−1}lm = −An
L Lm(1)Ll(−1),

{N1}lm = An
R Lm(−1)Ll(1),

where l, m = 0, 1, . . . , p. (45)
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